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Abstract. Time-dependent changes of the wind speed, as for example in Hera Campus (East Timor),  
are analysed by the statistical and the autocorrelation function in time domain and by the frequency spectrum 
(frequency domain) using the Fast Fourier Transform (FFT). The wind speed can be modelled using  
the Weibull distribution function. The autocorrelation function in time domain shows roughly  
a non-exponential decay with periodicity. The power spectrum shows two peaks and nearly 1/f a nature  
at high frequencies, close to the Kolmogorov prediction with α = 5/3. A Cole-Davidson type generalisation 
of wind dynamics, originating from the fractional dynamics of oscillation, is different from the dynamics  
of tides. 

Keywords: wind power, statistical analysis, Weibull probability distribution, autocorrelation function, 
Kolmogorov spectrum.
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Introduction

Wind power should be one of the major inputs for producing sustainable environmental conditions 
of globe (Hasche 2010; Joselin Herbert et al. 2007). Worldwide wind power generation is now increasing 
significantly. Wind turbines are often used in large-scale wind farms in the countryside or in coastal 
regions. However, there has been a growing market for small-scale local farms with large numbers, 
evolving commercially helpful (Murthy, Rahi 2014; Norheim, Pudjianto 2008).

Wind power, however, is not stable, and the power produced by turbines varies with time. We should 
know the characteristic feature of variations in the local wind farms, because the nature of wind depends 
highly on locations. There are several ways to analyse wind characters in time and/or frequency domain. 
In the time domain, one simple way is to construct statistically a histogram of the step size (wind speed 
etc.) in output over time (Murthy, Rahi 2014; Wan, Bucaneg 2002). To understand the nature of wind 
quality, introducing the autocorrelation function (AF) can be useful. The other is to elucidate frequency 
spectrum (FS) (power spectrum) in frequency domain, which is helpful to understand the nature of wind 
power in details. From the AF and FS, it is easy to know randomness and periodicity of the wind power 
(Apt 2007). 
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In the present paper, as a series report of the tide dynamics (Belo et al. 2021), by using a small-size 
wind generator, we elucidate the nature of wind power at the Hera campus, Universidade Nacional Timor 
Lorosa’e, East Timor (8.55° S, 125.56° E). The wind speed variations throughout three months (June  
to September 2019) will be characterised in terms of a histogram, a probability distribution, and a power 
spectrum through the Fast Fourier Transform (FFT). The power spectrum shows two peaks (half and 
full days) with the high frequency tail of 1/f α . The a-value closes to 5/3, which is known to be  
the Kolmogorov parameter found in turbulence (Apt 2007). It is discussed that the physical origin  
of the parameter a lies in the fractional dynamics of wind power, which leads to the Cole-Davidson type 
relaxation (Nigmatullin, Ryabov 1997). This is different from the dynamics of tide (Belo et al. 2021),  
in which a Lorentz-type relaxation is found in the frequency domain.  

The autocorrelation function will be also elucidated from the time variation of wind speed, showing 
how much randomness is involved in the examined wind power (Belu, Koracin 2013). It is shown  
that the correlation time (memory effect of wind) is around 6 h, which may be related to the duration  
of Kolmogorov’s turbulence. 

Experimental and analytical technique 
The data analysed in this work were collected between June 2019 and September 2019. Fig. 1 shows 

the 600-watt wind generator set (Nantong R&X Energy Technology: RX — 600H3) at Hera campus 
located 10 km east of Dili city. 

Fig. 1. Time-variation of the wind speed v(t) at every 100 seconds for three months (8 × 106 s)  
at Hera campus (June to September 2019)

Wind speed was measured at the 6 m tall instrumented towers. The output voltage of wind turbine 
was transferred to the Data Logger (DL) (Belo et al. 2020). Data of the wind speed at every 100 seconds 
were stored in the PC. Collected data with the DL were Fourier transformed (Fast Fourier Transform: 
FFT). Fourier analysis converts a signal from its original time domain to the frequency domain. The FT 
of a time-dependent function v(t) is given by 

  (1)

where v(f) is the Fourier spectrum and f the frequency (s-1) (Papoulis 1962). The FFT is an algorithm that 
computes the discrete v(f) (Zonst 2004). Data of the wind speed at every 100 seconds for 3 months  
(data number N = 74398) are Fourier transformed using the MATLAB. 

Elucidation of the autocorrelation function C(t) obtained, on the other hand, from the raw data is 
defined as

  (2)

where < > is the time average, τ is called the correlation time. Note here that variation v(t) is given as 
v(t) = v’ (t) – <v’(t)>, where v’(t) is the raw data, giving therefore <v(t)> = 0. When τ = 0, C(τ) = C(0) = <v(t)
v(t)> = <v(t)2>, where <v(t)2> is called the variance. 
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C(τ) = 0 means no correlation, i. e., no memory on a previous event after a time τ. The autocorrelation 
therefore shows to what extent the event in future is related to the past. 

Results and discussion

Fig. 1 shows the measured time-dependent wind speed v(t) at every 100 seconds for three months  
(8 × 106 s) at Hera campus (June to September 2019). The maximum wind speed is 35 m/s and  
the minimum is 0 m/s, with roughly 1-day periodicity (diurnal) and its second harmonics, which  
is a general trend in wind power reported in other areas (Apt 2007). 

Fig. 2 shows the histogram for the wind speed v(t) in which the probability density at a particular 
wind speed is obtained. The number of occurrences of each speed is counted for this object. Discrete 
bars shown in Fig. 2 present the wind speed distribution for the total number of data (NT = 74398).  
It is known that the Weibull distribution is well-accepted and widely used for wind data analysis (Matsfelt, 
Davidson 2018; Murthy, Rahi 2014). We also find the wind speed follows the Weibull distribution  
given as

  (3)

where k is called the shape parameter, c the scale parameter of the distribution, and k is the failure 
rate (Murthy, Rahi 2014). Note that A is just the fitting parameter to the number of frequency of histogram. 

Dashed line in Fig. 2 shows the probability density W(v) by taking the parameters A = 105, c = 11.5, 
and k = 2.1. Fitting with the histogram is reasonably good. A more accurate comparison between  
the data and the probability distribution function should be given by the integral form of the histogram 
producing just the probability (cumulative). Solid (black) and dash-dotted (red) lines in Fig. 2 show  
the probability calculated from the data (histogram) and the Weibull distribution (red dash line) using 
the same parameters. Both curves fit well, suggesting that the histogram (and hence the wind speed 
distribution) follows basically the Weibull distribution.

Fig. 2. Wind speed distribution (histogram) and the Weibull distribution

The power spectrum |v(f)|2, obtained from the FFT, is shown in Fig. 3. At higher frequencies,  
it decreases with increasing frequency f and is approximately given by 1/f α by the thin solid line (red).  
The a-value and its functional origin will be discussed later. At lower frequencies, the spectrum shows 
a constant, which is often called a low pass filter (Belo et al. 2021). At around 10–5 Hz, a peak is observed, 
which corresponds to 1-day period. A 2nd harmonicity (peak) appears at half day cycle. It is not clear 
whether the presence of the 2nd harmonicity is due to a performance of the FFT or due to actual half-
day cycle of the wind nature. We hence ignore the 2nd peak in the present analysis. Interestingly,  
the feature of 1/f α (α ~ 2) at high frequencies has been found in the tidal-height spectrum at Dili port 
(Belo et al. 2021).

As stated already, the discussion of the autocorrelation function C(τ) may be helpful in understanding 
the underlying physics of the wind speed, which produces information on the periodicity and the memory 
of the time of events (Kogan 2008). Fig. 4 shows the autocorrelation functions for the imposed time shift, 



144 https://www.doi.org/10.33910/2687-153X-2021-2-4-141-148

Statistical and spectral analysis...

(a) τmax= 3.7 × 106 s (43 days) and for (b) τmax = 1.8 × 105 s (~ two days). Here, we use the correlation time 
τ (not t) as a time variation. As seen for the v(t) in Fig. 1, C(τ) shows the periodicity with beat.  
The time at which C(τ) is first crossing zero is a characteristic time τ0 (C(τ) = 0), which is a measure  
of the time of losing memory of an event and is estimated to be 2.1 × 104 s (~ 6 h). We find the first 
(positive) peak at 8.7 × 104 s (~ 1 day) and the second one at 1.7 × 105 s (~ 2 days), indicating that there 
is a one-day periodicity (diurnal). A slow decrease in C(τ) with the time-lag around a half day indicates 
that the wind speed is not strictly periodic (Belu, Koracin 2013). A very slow decay of C(τ) suggests  
the presence of another periodic component of a much lower frequency. 

Let us discuss the detailed nature of the power spectrum as shown in Fig. 3. As already stated,  
the power spectrum shows the principal peaks around at 10–5 Hz corresponding to the diurnal, and below 
and above these frequencies, it takes a constant value and is proportional to 1/f α,respectively. The solid line 
(α = 2.0) is obtained from the following characteristic of an equivalent LRC electric circuit (EEC)  
as shown in Fig. 5 (a). The transfer function H(ω) (Draper et al. 2014), i. e. Vo/Vi for ω (= 2πf), is defined as 

  (4)

where L is the inductance (H), R the resistance (Ω), and C the capacitance (F). A and B, respectively, 
are given as

  (5)

  (6)

where ω0 is the resonance frequency given by 1/(CL)1/2 and τc is the relaxation time given by L/R.  
The absolute value of H(ω) is then given by

  (7)

The solid line shows the K.|H(ƒ)| with L = 2.0 × 104 (H), C = 1.0 × 104 (F), and R = 1.0 × 103 (Ω), where 
K is just an adjustable parameter (= 3.0 × 10–11) to the data. The |H(ƒ)| takes a constant at low frequencies 
and is proportional to 1/f 2.0 at high frequencies, with a peak at 2πf0 = (LC)–1/2. Note, here, that second 
harmonics (2f0) is not taken into account in the analysis. It is noted that fitting of |H(ƒ)| into the power 

Fig. 3. Power spectrum |v(f)|2 of v(t) (shown in Fig. 1) obtained from the FFT. Solid line (red) is a model 
prediction of transfer function
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Fig. 4. Autocorrelation function of v(t) for the imposed time shift, (a) τmax = 3.7 × 106 s (43 days),  
for (b) τmax = 1.8 × 105 s (~ two days) and for (c) tide (black) and wind power (red) for τmax = 1.8 × 105 s (~ two days)

(a)

(b)

(c)
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spectrum |ν(ƒ)|2 at high frequencies is not good. Mind that the values for all physical parameters do not 
have any physical meaning, showing only the correspondence to an equivalent electrical circuit.  
A mechanical system is known to be equivalent to an electrical circuit: mass M (kg) corresponds to L, 
mechanical resistance Rm (kgs–1) to R, and mechanical compliance Cm (mN–1 or kg–1s2) to C (Firestone 
1933). Then the L, R, C in Eqs. (5), (6) and (7), can be replaced by these mechanical terms shown  
in Fig. 5 (b), when we discuss the wind dynamics. 

The model predicts 1/fα (α = 2.0) at higher frequencies with a peak (diurnal), while the actual spectrum 
shows α < 2.0. It should be noted that fractional kinetics (fractional calculus) is discussed in some 
relaxation systems (Hilfer 2000; Nigmatullin, Ryabov 1997; Sokolov et al. 2002). The Cole-Davidson type 
relaxation (Nigmatullin, Ryabov 1997) found empirically in dielectric relaxation should be an example 
of fractional kinetics, while its origin is still not clear. The H(ω) can then be modified into

  (8)

where β (0 < β < 1.0) is the fractional parameter.
Solid line in Fig. 6 shows the power spectrum |ν(ƒ)|2 and K.|H(ƒ)| (solid line) obtained from Eqs. (5), 

(6), and (8) with the parameters f0 = 1.13 × 10–5 Hz, τ0 = 20 s, β = 5/6, and K = 2.3 × 10–13 (see Appendix). 
K.|H(ƒ)| is proportional to 1/f 2β. Note that 2β = 5/3 is the well-known Kolmogorov’s parameter  
on turbulence. We find that the Cole-Davidson type relaxation with β = 5/6 fits well into the practical 
power spectrum of the wind power at the present location. It should be mentioned that the wind power 

Fig. 5. (a) Equivalent electrical circuit on the wind dynamics, (b) Equivalent mechanical system

(a)

(b)
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at the other locations also shows similar behaviour in which 1/f 5/3 (Kolmogorov spectrum) has been 
reported (Apt 2007). Origin of the fractional dynamics of wind should be related to turbulence in wind 
nature (meteorological effect). Note in the tide dynamics that the power spectrum of tide in Dili port 
follows just 1/f at high frequencies, which is completely different from the present wind case.  
The tide dynamics is dominated only by the gravitational effect without involving the meteorological 
one (Belo et al. 2021).  

Fig. 6. Power spectrum of v(t) from the FFT. Solid line (red) shows a model prediction (transfer function)  
of the fractional dynamics of wind power with α = 5/3

Conclusion

The variation of the wind speed during 3 months in time domain at Hera Campus (East Timor) was 
analysed through the histogram, AF, and FFT. The wind speed was modelled using the Weibull distribution 
function. The AF in time domain showed roughly a nonexponential decay with one-day periodicity and 
the correlation disappeared in 6 h. The power spectrum in frequency domain was approximately 
proportional to 1/f 5/3 at higher frequencies (Kolmogorov spectrum), which was different from the tide 
dynamics. The Cole-Davidson type relaxation appearing in the wind spectrum should be highly related 
to turbulence and is related to the fractional dynamics.  

Appendix

Equation (10) is solved in the following manner:

  

  

where A and B are given Eqs. (5) and (6), respectively.
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